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INTRODUCTION
• Denoising is a crucial  task in image processing, where the aim is 

to remove unwanted noise from an image while maintaining its 

important features.  

• Generative Adversarial  Networks, or GANs, have emerged as a 

promising solution for this task, by learning to generate clean 

images from noisy ones.

• This presentation wi l l  explore the performance and eff iciency of 

different GAN models ,  including SRGAN, DCGAN, Auto encoding 

GAN, and LSGAN. 

• We wil l  evaluate their denoising performance on a common 

dataset using metrics such as Peak Signal-to-Noise Ratio (PSNR) 

and analyze their abi l ity to handle different types of noise.



GENERATIVE ADVERSARIAL 
NETWORKS
• It  is  a type of deep learning model that consists of two neural  networks:  

a generator network and a discriminator network.  
• The generator network generates fake data, whi le the discriminator 

network tries to distinguish between real  and fake data.  
• The two networks are trained together in an adversarial  manner,  where 

the generator tries to generate data that is  increasingly diff icult for the 
discriminator to distinguish from real  data.



GENERATIVE 
ADVERSARIAL 
NETWORKS



• The log loss function is commonly used in GANs as the adversarial  loss 
function.  

• It  has two parts :  the generator loss and the discriminator loss.  
• The generator loss is the negative log probabil ity of the discriminator 

correctly classifying fake data.  
• The generator tries to minimize this loss by generating data that is  more 

diff icult for the discriminator to classify as fake.  

GENERATIVE ADVERSARIAL NETWORKS



PROBLEM STATEMENT

• Generative Adversar ial Networks (GANs) have emerged as a promising
approach for denoising tasks.

• Given a set of noisy images , the task is to evaluate and compare the
performance of different GAN-based models for image denoising.

• Our aim is to identi fy the strengths and weaknesses of different GAN
architectures and training strategies in terms of their abi l ity to remove noise
while preserving image detai ls and structures.

• However, the effect iveness of different GAN models for denois ing, such as
SRGAN, DCGAN, Auto Encoding GAN, and LSGAN, remains uncertain, as each
model possesses unique strengths and weaknesses.

• To address this issue , a comprehensive comparat ive study is necessary to
determine the optimal GAN model for denoising under various conditions.



SRGAN (Super-Resolution GAN) is  a type of GAN that is  designed to 
enhance the resolution of images.  The architecture of SRGAN 
consists of a generator network and a discriminator network.

SRGAN

Generator:
• Deep convolutional neural

network which gives high
resolution image as output.

• Has several residual blocks
to preserve important
features of the input image

• Uses a skip connection to
preserve fine detai ls in the
image.

Discriminator:
• Deep convolutional neural network ,

distinguishes between real and
fake images.

• Uses a patch-based approach

Loss function:
• Content loss
• Adversaria l  loss
• Perceptual  loss



LSGAN (Least Squares GAN) is  a type of GAN that uses a 
least squares loss function instead of the tradit ional  binary 
cross-entropy loss function.  

LSGAN

Generator

Discriminator



LSGAN
Generator:

• Consists of several  layers of transposed convolutions or upsampling fol lowed by 
convolutional  layers

• Layers gradual ly increase the resolution and complexity of the image unti l  it  
reaches the desired s ize and complexity.

Discriminator:
• I t  typical ly consists of several  convolutional  and pool ing layers fol lowed by a 

ful ly connected layer that outputs a scalar value representing the probabil ity 
that the input data is  real .

Loss function:
• uses a least squares loss function
• The discriminator is  trained to minimize this  loss function,  whi le the 

generator is  trained to maximize it .



VANILLA GAN

Generator:
• Consists of several  layers offul ly connected, convolutional ,  and/or transposed 

convolutional  layers .
• Takes a random noise vector as input and generates fake data,  such as images or 

text.

Discriminator:
• I t  typical ly consists of several  convolutional  and pool ing layers fol lowed by a 

ful ly connected layer that outputs a scalar value representing the probabil ity 
that the input data is  real .

Loss function:
• The loss function used in Vani l la  GAN is  the binary cross-entropy loss 

function,  which measures the difference between the discriminator 's  
output for real  data  1 ,  and the discriminator 's  output for fake data 0.



DCGAN stands for Deep Convolutional  Generative Adversaria l  
Network.  I t  is  a type of GAN that uses deep convolutional  
neural  networks .

DCGAN



DCGAN
Generator:

• Consists of several  layers of ful ly connected, convolutional ,  and/or 
transposed convolutional  layers .

• Takes a random noise vector as input and generates fake data,  such as 
images or text.

Discriminator:
• Consists of a series of convolutional  layers ,  fol lowed by batch 

normal ization and a Leaky ReLU activation function.
• The output is  a scalar value indicating whether the input image is  real  or 

fake.

Loss function:
• The loss function used in Vani l la  GAN is  the binary cross-entropy loss 

function,  which measures the difference between the discriminator 's  
output for real  data  1 ,  and the discriminator 's  output for fake data 0.



Autoencoding GAN (Adversaria l  Autoencoder) is  a type of GAN that 
combines the architecture of an autoencoder and a GAN. I t  consists of 
an encoder network ,  a generator network ,  and a discriminator network.

AUTO ENCODING GAN

• The encoder network is  a deep neural  network that takes input data 
and produces a latent code

• The generator network is  another deep neural  network that takes 
the latent code as input and generates fake data,  such as an image 
or a text

• The discriminator network is  a deep neural  network that takes both 
real  data and fake data as input,  and tr ies to distinguish between 
them.

• The loss function used in Autoencoding GAN includes two parts :  the 
reconstruction loss and the adversaria l  loss .



DATASETS
C e le b A d a t a s e t :
The dataset consists of over 200,000 celebrity images,  
captured from the internet.  The images cover a wide 
range of individuals ,  including actors ,  actresses,  
musicians,  and other publ ic f igures .  

MNIS T Fa s h io n  d a t a s e t  :
Similar to the orig inal  MNIST dataset,  the MNIST Fashion 
dataset contains 60,000 training images and 10,000 
testing images. Each image is  grayscale and has a 
resolution of 28x28 pixels ,  result ing in a total  of  784 
pixels  per image.



RESULTS
CELEBA DATAS ET:



RESULTS
MNIS T FAS HIO N DATAS ET :



OBSERVATIONS
• Tuning the hyperparameters yields better results .
• Less batch s ize and more number of epochs increases the 

eff iciency of the model in most of the cases.
• CelebA Dataset is  large enough which can train model 

eff iciently but to train the model in systems having less 
specif ication,  one must break down the dataset into smal ler 
sample.

• ReLU prevents the overf itt ing of the model .
• Batch Normal ization in the architecture stabi l izes the 

training model and accelerates convergence.



CONCLUSION
• Both v isua l  and quantitat ive results  c lear ly  show that Auto encoding GAN 

performs better than DCGAN.  
• After running di fferent datasets  on the models ,  we conclude that Auto 

encoding GAN worked better than the other models  on CelebA dataset ,  whi le  
on MNIST Fashion Dataset ,  Vani l la  Gan proved to be better.

• With the increas ing epochs ,  the reconstruct ion images by Auto encoding GAN 
become even better.  

• The result ing images are less  blurry  and usable in  pract ice .  
• The overa l l  impress ion of  the Auto encoding GAN model  is  that i t  y ie lds 

ent i re ly  sat isfactory results .  
• Consider ing the minimal  improvement of  the results  in  tests  with increased 

layers ,  potent ia l  networks that are bui l t  even deeper is  l ike ly  to y ie ld the same 
results .

• However,  the generated results  by DCGAN are of  poor qual i ty  and does not 
meet the hypothesis .
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